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What is Clustering?
12 RO Failoier Chistering “(lustering allows a group of hosts to be part of a group which has
le Re Fallover Clustering

01 | Hyper-V Overview a common configuration of services and storage

02 | Failover Clustering and Migration Technologies

#This allows services to move between or span multiple hosts for

3 | Building your Hyper-V Disaster Recovery to Azure high availability purposes
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<+ There are always two types of failover between hosts
05 | What's New in Windows Server Hyper-Y 2016 Technical Preview?

o Flanned and unplanned
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Planned vs Unplanned Objectives

¥ Planned

Failover Clustering basics and quorum options
Hyper-V cluster optimizations

Live Migration and Shared Mothing Live Migration
Placement optimization

% Unplannad
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& Otherwise you could get corruption and generally a lot of problems

Components of a Cluster Failover Clustering

+ Windows 2008 made clustering simpler

¥ Bellioras 2 Windows 2012 makes it bigger and simpler!

o B4 nodes cluster {up from 16 on 2008 R2)

"'r :F&T:T-' r P‘"H:“ o BOOD WM (up from 1000 on 2008 R

o 1024 Wit per host (up from 384 on 2008 RZ)
+ Available in Standard Edition with all features vs. Enterprizse in 2008 R2

4 Easy migration wizard from 2008 R2 including VMs

4 Dynamic quorum (2072) and dynamic witniess (2002 H2)
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A Quick Lesson on Quorum Components of a Cluster

Its important in the event of a break in communication between nodes in the cluster onby

-
DMNE part of the cluster is active and offers services luster
< This is maore probable as clusters span sites = LActive Er
¥ Nado r Hndn

& Quorum is the method to ensure only one part can reach quorum and be allowed to . ~
¥

offer services
1 ‘ dvailabde shane
SIOrage

Quorym typically based on one part having majonty of “votes™(=50%)




Quorum Arbitration Quorum Solved
When a node loses communication with the cluster it tries to “regroup” with any other cluster nodes or ” B e
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Witness Disk Considerations The Quorum Problem

< Dedicated logical unit number (LUN) for internal cluster use anly

- Al ridie ar CEmrRnELale
& Used as an arbitration point when nodes lose communication with each other N
which Is 1008 [»508%]
& Previously referred to as the "Ouarum Disk” |

< Recommendations Cluisher partomed bt ste
T of network break. Each partition
Sl Gesk a8 Whast 512 M o 5ide has 50°% of vobes (ot ~50%]
: which means neither side can
e migke quorum nor offer sendces
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File Share Witness (FSW)

& Simple SMB Windows File Server

O} Ropnning Windoes Lorvpr 8 r ab

& Could be located at a third separate site

w Does not need 1o be attached (o shared storage

4+ Single file server can serve as a witness for multiple clusters

JOT a node in the same cluster

Dynamic Witness

LY. e il i v [ H E-Ts TN
Witness vote dynamically/automatically adjusted

based on cluster membership with dynamic guorum
+  QOdd node votes (3) + no witness vote (0) = 3
«  Even node votes (2) + witness vote (1) = 3

Automatic functionality based on WitnessC
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i will determ

ne when it is best to use the Witness

=5 il shared stomge, othenaise FEW
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Dynamic Quorum

2 Windows Server 2012 introduced Dynamic Cuorum which automatically adjusts votes
as nodes are rebooted to avoid losing quorum
& Windows Server 2012 R2 also helps cluster survive even in 50/50 split by remaving

vote of a node in adhvance if even number of total votes (Tiebreaker)

B® Microsoft

Disk Witness > File Share Witness

If you have the choice use a disk witness always

# A disk witness contains a complete copy of the cluster database

+ A file share witness just contains a lockable file

+

Disk witness sohves partition-in-time scenarios (which are rare but can happen)
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Cluster IP address changes

Multiple IP addresses can be used with OR dependency filter supparting Network
Marrne rescurces (Gea clustering)

Modes can be placed in separate IP subnets removing the need for VLANS to traverse
This allows a cluster to have mulbiple IP addresses with an IP address in each subnet
The 500 millisecond round-trip latency restriction has been removed

Heartbeat confiquration fully custormizable

B® Microsoft

Where should HA be added

% If the application s HA aware inside the VM then create the cluster within the Vs
and wse the application aware HA (SQL Always-On, Exchange AG)

4 |f the application is not HA but uses MLB (II5) or its own multi-instance (AD DS) then
use that within the VM

% If no native solution then use HA at Hyper-V level

o Ensure you check it | byper-V (v rtvalization) HA 15 supported with the workload

B" Microsoft
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Network Failure Detection for VMSs
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Node Health Detection over Network

@

Default settings are fairly aggressive to deliver the
highest levels of availability

For a Hyper-V deployment slightly more relaxed settings may make sense

RRCCRITGRD ToF CUSEE NEMTDEIGS Nof 10 Exoied 20 SEConds

Greater resiliency to transient network failures with Windows Server 2012 R2
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Create a clustered VM Cluster Dashboard New)

% Create ysing Failover Cluster Manager (FCM) or SCYMB and set to Highly Available « New Cluster Dashboard for Status at a Glance
! ! UL, 2
« Focused at multi-cluster management
Machine and select from the list of unclustered ViMs i ——————— Tont fot B Emoae

TP e )

# For existing virtual machines use Failover Cluster manager and Configure Role —Virtua
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Quick Migration VM Drain on Shutdown Now)

9 Save state

+ VMs live migrated to another node during shutdown

& Bk aribia Ukl daka « Protects from downtime for VMs due to unknowingly or
mistakenly rebooting or shutting down the wrong host e
4 Move virtual machine . " ; . . ;
« VMs moved to "Best Available Node” (most free memory) =
il
o Move storage connectivity from ongin 1o destination host + Honors VM |3I'iDrit-’23tiD|'l :
+ Enabled/Disabled via DrainOnShutdown cluster common U
# Restore state and run
property

Host 1 Haost 2 B" Microsoft
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Clustered Shared Volumes

—

CrClusterStorage

Wlm" o o Mok
Meladal.a Write
Vodume ﬁ'r
Coordinator
o,
|_%!’ ranted via C5WFileceys

m B® Microsoft m B® Microsoft

























































































































































